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Outline

Introduction



Explanation Recommendation

Generating reasonable sentences as explanations of recommended
items for users

The generator is based on natural language generation models

Restaurant

8 . mecommenged =~

[ Great Mexican food. Nice waiters and manager.




Input / Output

Input:
Historical review profile of user u and item i
- RY Ri
Aspects extract from review for user u and item i
- Aui
Lexical constraints (e.g., keywords) for user u and item i
- Cui
Output:

Generated explanation of user u to item i
_ Eui



Generation framework

Auto-regressive generation

GPT
+ * + + + th’]? édis?\layé i§1\ beat'f\tiful a1r‘1d eaTsy t19 usTe
Autoregressive hlﬁéA, h2 R3] Rt 5| 5 || S | nS || h®
pecoder , i e e i e
f f f f f <str> the :display is beautiful and easy to
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Generation framework

Insertion-based generation

BERT
B D
4 4 Stage | Generated text sequence
Bidirectional 0(X°) | pepper chicken
< Encoder 1(X") | pepper sauce chicken
2 (X?) | spicy pepper sauce chicken

FFEfg
A_C_E



Aspect planning

Aspects (e.g., display for a TV) mostly control the high-level sentiment

Disadvantage:

- Generating too general sentences (e.g., "good screen!")

- Generating with inaccurate details (e.g., "2K screen" for a 4K TV)

For R;,;: Good food!
For R;,,: Good food and service.

_______________________________________________

e R S R bl Al R s G R R Sk e R I ! i g '
! (a) Previous Explainer w/ Aspect Planning : : For R;: This food is good! :
' s " 1 I eesess !
: ! ui ui Fe-> IThistoodI |greatH I : : :
: R 4 E : sk 1 For R;: This food is great. :
i 31 32 §k-1 3k : ! :
: :
I I
I I
| I



Lexical constraint

Requiring the generated sentence contain the lexical constraints (e.g., keywords)

Disadvantage:

- Model tends to generate similar text

- Struggle to include specific information in explanation

Stage | Generated text sequence

0 (X") | pepper chicken

Keyword : ‘pepper chicken’ 1(XY pepper sauce chicken

2 (X?) | spicy pepper sauce chicken




Method

Outline
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Input / Output

Input:
Historical review profile of user u and item i
- R¢ Ri
Aspects extract from review for user u and item i
- Aui
Lexical constraints (e.g., keywords) for user u and item i
- Cui
Output:
Generated explanation of user u to item i
_ Eui
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Restaurant 1

Restaurant i
Restaurant i+1

Why are they
recommended
to me?

31 §2 gk—l gk
(b) UCEPrIC Model
[ Great |[ Mexican |[ food ][ . ][ Nice ][ waiters |[ and |[ manager |[ 1 | | §2
? [ 721 (Mask Insertion),}z'l(Token Prediction) |
o . . ) N e |5
.
E i [ J° (Mask Insertion)f'il'o (Token Prediction) |
T ge 1w ]
|

___________________________

I

L}

I

|

\ For R;: This food is great.
|

\ For R;,;: Good food!

. For R;,,: Good food and service
|

}

For R;: Very great Filet Mignon
also recommend Mojito!

For R,: Nice Chinese Cuisine,
especially the Tofu soup!

For R;: Great Mexican Food.
Nice waiters and manager!

£l
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Training step

Pre-train
- data construction
- training

Fine-tune
- Only aspect planning
- Lexical constraints

13



Data construction

Insertion-based generation

- Generate

- Preprocess

generate

S

1

)

[NoOI]

|

|

2 3
[sOs] Honda front garage
Insertion Transformer
! | ! |
0 a[e 1 [ 2 3
black | parked ) of | [EOS]
0 black 2 rked 4 of 6
[sOs] Honda i front garage m
Insertion Transformer
1 2 4 6 \ 6! 7
[NOI] [NoOI]

[NOI]

generate

S

0

[NOI]

1 2
[NOI]  [NOI]

0 2 3 4
[SOS] black 'Honda parked

)
B

5
a
6 7 | &
front of 1 garage [EOS]
Insertion Transformer
3 4 5 6 7 8 9 10 11
[NOI] [NOI] [No1] [NOIl [NOI] [NoI] [NOIl | [NOI] | [NOI]

0

ssacoadaid N ssasoadaad ><:
[

S
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Data construction

K ..
5™ :original sentence

IK,K—I

: random mask some token from SX byp - 102

JK.K-1:recording the mask position and length
¢K-1 : masked sentence

SO : lexical constraints

18



Data construction

S(k) <s> what a cute baby </s>
I(k, k-1) <s> what [mask] [mask] baby </s>
, A //v

J(k, k-1) 0 T 2 T 0 — |
S(k-1) <s> what baby </s>
S(0) <s> baby </s>

(Sk—l,Ik,k—l’]k,k—l’ Sk)




Pre-training

Input: (§k—1’fk,k—1’jk,k—l,§k)
Learning how to generate §K from gK-1

Algorithm 1 Insertion in the k-th Stage

procedure INSERTION(S* 1)
Jlk=1  predict number of masks from $*~! via eq. (1) ;
1kk=1  build intermediate sequence from f kk-1 and Sk-1.
Sk « predict masked tokens in %=1 via eq. (2);
return predicted sequence Sk

21



* Ml : mask insertion

Pra-training TP : token prediction

Input: (§k—1’jk,k—1’jk,k—1,§k)

Linear projection

YMI =

ytp =

Max number of insert

Al __ o = ls dins ~
HMI(D(Sk 1))3 ]k’k o argmax(yMI) , Yymr € >< = (1/(1-p)) * len($§K-1)
decided how much to insert len(SK-1)
MLP

HTP(D(fk’k_l)), §k = argmax(yTP) YTp = deocab Size of vocab

decided what words to insert len( FKK~1)
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Fine-tune

Input: (Sk-1, [kk-1 jlk-1 gk)
Fine-tune the model with personalized references and aspect
information.

Sk - [Rui Aui Sk]

_ r r a a
= [wo,...,wlRuil,wo,...,wlAuil,WO,...,wlskI]

k.k—1 _ k,k—1

+ — [OIRuil,OlAuil,] ]

k,k—1 j j —_

I+ — [Rul,Aul,Ik’k 1]
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Input: (Sk-1, [kk-1 jlk-1 gk)

pre-train fine-tune

K . A — . :
Input SK : Sk — 5 sf = [R¥, A% 5K]

ui ui k A k
[0R”,08",05"] = D(8%) ypr = Hyr(0%)

1

ui ui k,k—-1 “k,k— k,k—
[0F", 08", 0" 1=DUI*™)  yp=HpO" )




Fine-tune

Input: (Sk-1, [kk-1 jlk-1 gk)
- aspect starting stage ( no existing tokens)
S-(l)-a_ — [Rui,Aui]
- lexical constraint starting stage
S—?—l — [Rui,Apad, Cui]

special aspect for
lexical constraints
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LOSS

L = —logp(Sk|sk-1)

— —log p(S_IilI_I:’k_l) p(]-{f’k_llsf_l)’

oW N

Token prediction Mask insertion
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Outline

Experiment
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Experiment

Dataset
Use wikipedia for pre-training
Fine-tune on 1. RateBeer : beer reviews from ratebeer
2. Yelp : restaurant reviews on Yelp

Dataset Train Dev Test #Users #Items #Aspects

RateBeer 16,839 1,473 912 4,385 6,183 8
Yelp 252,087 37,662 12,426 235,794 22,412 39
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Candidate : £ R BIE]F

|
Experiment .. s:=x

N-gram
1-gram 2-gram
candidate(C) The cat sat on the mat. [The Cé-lt] the ma tl.

£ REIEF & x j ‘Z j l :

reference(R) The cat is on the mat.
REEE

v

[The catj is lon [the| matl.
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Candidate : £ R BIE]F

|
Experiment .. s:=x

Evaluation DPn =
- BLEU Z. >, Countgj,(n-gram)
ce{Candidates} n-grame C
= Count (n-gram’)|
BLEU = BP - exp( 2—31 wplogpy) C’E{Ca%ﬁdates} n_gm%‘;e ” (n-g )
Candidate®n-gram B &
1-gram 2-gram

candidate(C) The cat sat on the mat. [The let]the ma tj.
A BRI F | '

6 ﬂﬁl 5 1@ 33



Experiment

Evaluation
- BLEU

N
BLEU = BP - exp(Y_ wylogp,)

n=1

Count.jj, = min(Count, Max_Ref.Count )
/

candidate®15E {E word H I8 f R 8L

reference P5EAword HIR R 2 HI R B

Candidate : £ R BIE]F

Reference: BEZ=E

Pn =
3 >, Countgj,(n-gram)
ce{Candidates} n-grame C
) > Count(n-gram’)

C'e{Candidates} n-gram’ € C'

1-gram

sat on the mat.

!

1s on the mat.

candidate(C) The|cat

\ |

reference(R)  Thef cat

Count,i, =min(1, max(1))

=1 34



Experiment

Evaluation
- BLEU

N
BLEU = BP - exp(Y_ wylogp,)

n=1

Count.jj, = min(Count, Max_Ref.Count )
/

candidate®15E {E word H I8 f R 8L

reference P5EAword HIR R 2 HI R EX

Candidate : £ R BIE]F

Reference: BEZ=E

Pn =
3 >, Countgj,(n-gram)
ce{Candidates} n-grame C
¥ > Count(n-gram’)
C'e{Candidates} n-gram’ € C'
Candidate: the the the the the the the. 7 fBthe
Reference 1: The cat is on the mat. 2 {Elthe

Count,ip =min(7, max(2))
=2
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Experiment

Evaluation
- BLEU

N
BLEU = BP - exp(Y_ wylogp,)

n=1

Count.jj, = min(Count, Max_Ref.Count )
/

candidate®15E {E word H I8 f R 8L

reference P5EAword HIR R 2 HI R EX

Candidate : £ R BIE]F

Reference: BEZ=E

Pn =
3 Y. Counti,(n-gram)
ce{Candidates} n-grame C
3 > Count(n-gram’)
C'e{Candidates} n-gram’ € C'
Candidate: the the the the the the the. 7 fBthe
Reference 1: The cat is on the mat. 2 {Elthe

Reference 2: There is a cat on the mat. 1 {Elthe

Count,jip =min(7, max(2, 1))
=2
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Experiment

Evaluation
- BLEU

N
BLEU = BP - exp(Y_ wylogp,)

Pn

n=1
1-gram
candidate(C) The cat sat on the mat.
E R aF X x j 1 l
reference(R) The cat is on the mat.
BEEE

P1=5/6

Candidate : £ R BIE]F

Reference: BEZ=E

3 >, Countgj,(n-gram)
ce{Candidates} n-grame C
> )y Count (n-gram’)

C'e{Candidates} n-gram’ € C'

1 lc >1Ir
exp(1 — Ir/lc) le<lr
lc = PLESEECHIKE
Ir = B SHRFER) T HRICEE

BP:{
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Candidate : &£ kI A]F

|
Experiment .. s:=x

Evaluation
» BLEU as precision

N
BLEU = BP - exp( ) wylogp,) s

n=1

| Y, Countgj,(n-gram)
ce{Candidates} n-grame C

1-gram > Y Count(n-gram')
C'e{Candidates} n-gram’' € C'
candidate(C) The cat sat on the mat.

A& BRI A]F X x j 1 l

reference(R) The cat is on the mat.
BEER

P1=5/6
38



Candidate : £ R BIE]F

|
Experiment .. s:=x

Evaluation
- ROUGE-N
ROUGE — N = Pn =
D Y Count;y(n-gram)
C matc n i y p
Se{Ref erengc;Summaries} graﬂ% €S Otntmach (gram ) £e {(—andldateS} FEREEL .
> > Count(gram,,) ) > Count(n-gram’)

C'e{Candidates} n-gram’ € C'

Se{ReferenceSummaries} gramn€S
1-gram

candidate(C) The cat sat on the mat.

A& BRI A]F X x j l l

reference(R) The cat is on the mat. ROUGE-]_:S/G
BEEE 39




Candidate : &£ kI A]F

|
Experiment .. s:=x

Evaluation
- ROUGE-L
1-gram
ROUGE — L = LC5(XY)
m candidate(C) The cat sat on the mat.

LCS : longest common subsequence EREIEF

reference(R) The cat is on the mat.
m : len(reference) BEEERE

ROUGE-L=5/6

40



Evaluation

» BLEU as precision
+ ROUGE as recall

Experiment

Candidate : £ R BIE]F

Reference: BEZ=E

41



Candidate : £ R BIE]F

|
Experiment .. s:=x

Evaluation

» BLEU as precision
+ ROUGE as recall
- METEOR

METEOR = (1 = pen) X Fineans

_ __PR ~
Frneans = aP+(1—a)R a =05
P : precision => I'means aS F-1
R :recall

42



Candidate : £ R BIE]F

|
Experiment .. s:=x

Evaluation

» BLEU as precision
+ ROUGE as recall

« METEOR as F-1 P

m

Pen =

METEOR = (1 = pen) X Fineans

_ PR
Fmeans — aP+(1—-a)R 1-gram

m : number of match

candidate(C) |The cat sat|on the mat.
A R A F

reference(R) | The cat| is |on the mat.
BEEE
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Experiment

Evaluation
» BLEU as precision
+ ROUGE as recall
- METEOR as F-1
« Distinct

_ 1-gram
o count(unique gram ) B
Distinct-n : - candidate(C) The cat sat on the mat.
len(candidate) HE AT

Distinct-1=5/6
44



Experiment

Evaluation
- BLEU as precision
+ ROUGE as recall
- METEOR as F-1
« Distinct
- BERT-score

candidate(C) -—'

A R B A]F

reference(R) .
BEEE

BERT

» representation

cos-similarity
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Experiment

Baseline Seola

. Pay Voo b

« ExpansionNet ; ;
the gdisplayi is beautiful and easy to use
- Ref2Seq i LI R
1 :‘hz—i-ah3—>h4 >h5_>h5_>h5_,h5

- PETER gy
. . Firir F F F F T
AUtO'regreSS|Ve generatlon <str> | the !display is beautiful and easy to

Insertion-based generation
* NMSTG
« POINTER
« CBART



Baseline
« NMSTG

Experiment
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Experiment

- Baseline
- POINTER

> Mgeneraten| >q < Ngenemter <
x@&@ﬁ

[INE)II] moi [miou][ [N;OII ] [lnon J{m:u ]{m%u“ [Nu ]{[:ou] [[Nu J [[Nlu J [Fvlclm]
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Experiment

Baseline
- CBART

BERT GPT BART
B D ABCDE ABCDE
t ¢ ERER! — EREE,
Bidirectional Autoregressive Blglrec’gonal Autlgregrcejsswe
< Encoder Decoder < Encoder ecoder
. EEEE: EEEE
rrrt A_B_E <s>AB CD

A_C_E <s>ABCD
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Lexically constrain

Experiment

RateBeer Yelp

Models B-1 B-2 D1 D-2 M R BS B-1 B2 D-1 D-2 M R BS

Human-Oracle | - - 830 4916 - - - - - 38 341 - - -
Lexically constrained generation

ExpansionNet | 541 049 097 491 609 555 7614 | 149 0.08 040 190 219 193 73.68
Ref2Seq 17.94 450 1.09 549 17.03 15.17 8372 | 638 0.77 051 3.64 7.02  10.58 82.88
PETER 1503 246 204 1140 949 1327 79.08 | 759 132 152 8.70 764 1224 80.89
NMSTG 22.82 230 6.02 5039 1517 1535 8231 | 13.67 0.77 4.57 57.02 9.64 11.13 80.80
POINTER 6.00 031 1124 56.02 741 11.21 8180 | 1.50 0.06 549 29.76 324 523 80.85
CBART 249 054 849 3474 845 1384 8330 | 219 060 532 2679 941 15.00 84.08
UCEp1C 27.97 5.09 524 3204 1990 17.05 84.03 |13.77 3.06 285 2039 1445 16.92 84.55
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aspect-planning v.s. lexically constrain

Experiment

Yelp

Models B-1 B2 D1 M R B1 B2 D1 D-2 BS

Human-Oracle | - - 830 - - - - 38 341 -
Aspect-planning generation
ExpansionNet | 896 1.79  0.20 16.30  10.13 492 047 018 140 76.27
Ref2Seq 17.15 417 095 16.66  15.66 834 098 046 3.77 82.66
PETER 2525 535 0.74 19.19  20.34 1426 2.25 026 1.23 82.55
UCErIC ‘ 27.42 289 449 19.54 1548 8.03 072 189 1475 83.53
Lexically constrained generation

ExpansionNet 541 049 0.97 6.09 5.55 149 008 040 1.90 73.68
Ref2Seq 17.94 450 1.09 17.03  15.17 638 0.77 051 3.64 82.88
PETER 15.03 246  2.04 949  13.27 7.59 132 152 8.70 80.89
UCErIC ‘ 27.97 5.09 524 19.90 17.05 13.77 3.06 2385 20.39 84.55




Experiment

Phrases | pepper chicken

north shore , meat

Human Food was great. The pepper chicken is the best. This place Great Italian food on the north shore ! Menu changes daily based
is neat and clean. The staff are sweet. I recomend them to on the ingredients they can get locally. Everything is organic and
anyone!! made "clean". There is no freezer on the property, so you know the

meat was caught or prepared that day. The chef is also from Italy!
I highly recommend!
Ref2Seq best restaurant in town ! ! ! what a good place to eat in the middle of the area . the food was
Auto- good and the service was good .
regres sion PETER This place is great! I love the food and the service is always The food was good, but the service was terrible. The kitchen was
great. I love the chicken and the chicken fried rice.Ilove not very busy and the kitchen was not busy. The kitchen was very
this place. busy and the kitchen was not busy.
. POINTER | pepper sauce chicken ! one of the best restaurants in the north as far as i love the south
Insertion- shore . great meat !!
based CBART Great spicy pepper buffalo wings and chicken wings. Best pizza on the north shore ever! Meatloaf is to die for, especially
with meat lovers.
UCEPIC Great Chinese restaurant, really great food! The customer Ihad the best Italian north shore food. The service is great, meat

service are amazing! Everything is delicious and delicious!
I think this local red hot pepper chicken is the best.

that is fresh and delicious. Highly recommend!
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Reviews’ information is very important for generation

Experiment

K31 UCEpic-Aspect

w/o R

RateBeer

0.20F

w/o A AN w/o A&R
\\

N K

i‘;\ ) N
A\ ) NN
N XN
K\\x‘ ) L \\’J

RateBeer Yelp
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Experiment

Human evaluation

Relevance : relevant to the ground-truth explanations

Coherence: logical and fluent

Informativeness : contains specific information, instead of vague

descriptions only m UCEpic

X
o%
RRRK

00000
%

2

3
o9t

5

%,
X

&K

oo

X

X UXAKLLLL
KR
KKK
3
R

X
5
.0

X
oo’

55
%05
XK

X
o
%t
:0
%%

X
o
2

X
5

R
KKK
KL
KKK
R

o2e!

S
QRKKK ‘::‘:’
KX 9. 0.0.0,

o
2

% X o%
SRR

2007

1507

100t

50f

CBART PETER
200t
150¢
100+

50t
Coherence

POINTER

0 L
Informativeness

95



Select The Best Generated Explanation

Please check the definitions before selecting the best explanation:
* Relevance: details in the generated explanation are consistent and relevant to the ground-truth explanation's.

« Cohrerent: sentences in the generated explanation are logical and fluent.
« Informativeness: generated explanation contains specific information, instead of vauge descriptions only.

Explanations:

Ground Truth Explanation

Best theater ever. Great seats great service. You gonna spend some money but it's worth it if your a movie buff. Got to go

Generated Explanation 1

Great food! Great atmosphere! The seats are very comfortable.
Generated Explanation 2

food great food seats !

Generated Explanation 3

Great food. Great seats, excellent food and good drinks. A great service!
Generated Explanation 4

great great
—_————————————————————————————————————————————

Questions:

Which one is the most relevant explanation ?

QO Explanation1 Q Explanaton2 Q Explanation3 (Q Explanation 4
Which one is the most coherent explanation ?

QO Explanation1 QO Explanaton2 Q Explanaton3 QO Explanation 4
Which one is the most informative explanation ?

QO Explanation1 Q Explanaton2 Q Explanation3 (Q Explanation 4
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Conclusion

They unify aspect planning and lexical constraints.
Compared to existing methods, the quality of the generated

explanations is improving.
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